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What is reconfigurability?
= Computational component-based approach to
MDOQO problem synthesis that allows for

straightforward transformation among problem
formulations within optimization algorithms

= Assumption: MDO-based NLP m design problem

= Qutline
+ Effect of problem formulation on tractability
+ Origins of reconfigurability
+ lllustration for 3 formulations and barrier-SQP
+ Long-term plans
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Fully Integrated Optimization (FIO)

System Optimization
P minimize f(x)
s.t. design constraints

state variables

design variables

constraints _
Analysis, |[€4— °*°* <4 Analysisy Al
: Multidisciplinary Analysis (MDA) :
Distributed Analysis Optimization Collaborative Optimization
AU>OV System Optimization
A minimize f(x)
System Optimization s.t. interdisciplinary consistency constraints
minimize f(x) A
s.t. design constraints + +
Iterdisuiplifiaty nﬂsm_mﬁmso,\ Genstiaint Subsystem Optimization Subsystem Optimization
+ + minimize inconsistency minimize inconsistency
s.t. disc. constraints s.t. disc. constraints
Analysis, S Analysis, H H

Analysis, Analysis,
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% Several performance metrics

= Dramatic differences in performance

+ Computational and analytical studies (see paper for refs.):
analytical features of formulations, e.g., the degree of
disciplinary autonomy, directly affects the ability of numerical
algorithms to solve the problem reliably and efficiently

Problem 1 2 3 4 5 6 7
Method
FIO 610 220 610 81 3234 5024 8730
DAO 9530 8976 382 N/A 544 932 N/A
coO 15626 19872 1785 2102 837 40125 691058

Representative # analyses

(CO not included here; will consider FIO, DAO, SAND)



MDO Problem Synthesis / Implementation

Problem:
Qmm_ms for oc_mo:<m f with

mm , = mcoommmE_ _<__uO z_.mU cmcm__< in moQOB_o
environments (simulation codes open to
modification) or via ad hoc approaches

* Realistic MDO

+ Heroic software integration for MDA

+ MDA = (usually) fixed-point iteration; too
rigid

+ May leave no resources for computing
derivatives or experimenting with

Analysis |

OPTIMIZER

optimization
w_.é + Difficult to get MDA-based objectives and
(fixed-point procedure) constraints automatically
+ To reformulate the problem, need to
MDA “‘unscramble” codes
sensitivities ..One-of-a-kind, monolithic implementations

Want flexible and/or hybrid re-formulations
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»* Start with the abilities of available algorithms;
devise formulations amenable to algorithms

+ May not satisfy all organizational needs

* Develop reconfigurable approach to synthesis

+ All MDO formulations are related and share the
same basic computational components

+ Appropriate implementation enables re-use of
components in a straightforward way
* Tools for formulation analysis and matching
with algorithms can be included in future
computational frameworks
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relationship among formulations

= Two-discipline model problem: e.g., loads

8,11 Disciplinary analysis 1

(e.g., Aerodynamics)

8,12 Disciplinary analysis 2

(e.g., Structures)

e Coupled MDA ~~ the physical requirement that a solution satisfy both analyses

e Givenz = (8,11,12), we have

11 = ..&,H Hm: h“_._ Duu

(i B = .h,u Hm: hu_ n:u
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Write MDA as a4 Ai(s,11,t2)
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Start with Simultaneous Analysis and Design (SAND) formulation:

(AKA All-at-Once, SAD, etc.) o
minimize f(s,t1,1t2)
8.0y, 0la,a1,a2,t1.ta

subject to (s,11,a,) > 0

disciplinary constraints \!— (8,12,a2) > 0
analysis constraints l ay = Ai(s, Ly, t2)
as = As(8,l2,11)
consistency constraints t, = aq
l lo = az




Origins of reconfigurability, cont.

»* All other formulations may be viewed as derived
from the SAND formulation by eliminating a
particular set of independent variables from the
optimization problem via closing a particular set
of constraints or solving optimization problems.
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Distributed >:m_<m_m OE_B_Nmzo:
(AKA Individual Discipline Feasible, In-Between, etc.)

A DAO formulation 1s

minimize  f(s,t1,t2)
h.__h“—- qh” qﬁ.“—- ...ﬂ.”

subjectto  cq(s,l4.44) > 0) .
disciplinary constraints
ﬁmmm.___m.ﬂMH w 0
t1 = aq(s,l1,12)

Lo

consistency constraints *
Dmﬂhummu m.._u_u

where the disciplinary responses a4 (8, l;,12) and az(s,l2,1,) are found by closing

the disciplinary analysis constraints

a; = Ai(s,li,1t2)
1z = kﬁ.m_ﬂmummuhuw.



Origins of reconfigurability: FIO
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The corresponding FI1O formulation 1s

minimize f(s,t1(8,l1,12),t2(8,11,12))

g.lq.00

subjectto cq(s,04,81(s8, 041, 15)) = 0
ﬂmﬁm.hm.ﬂm.ﬂm.hh.hm\ww ulv 0

where we compute ¢1(s,11,12) and t2(s,l1,I2) by solving the MDA

kﬁ..__nmu_m.:nmv n.._
k_ﬁm_ﬂmummuhuv to

i aq

o az.
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design variables by solving disciplinary
optimization subproblems

+ Need more work to derive reconfigurable relations
+ Computational components remain unchanged

» Standard results on reduced derivatives will tell
us that the sensitivities in DAO and FIO are
related to those in SAND via variable reduction

= Therefore, computational components of one
formulation can be reconfigured to yield those
of another



Reduced derivatives

Let
®(z) = ¢(z,v(x)).
Given &, v(x) is computed from
S(xz,v(xz)) = 0.
Let W be the injection operator (W is the reduction operator):

I

W = EMAHu Eu = |m.=IHAHu EVFWHAH“ Eu_

Define A by
A= Az, v) = — (Su(z, EVVIH. V.é(z,v)

and the Lagrangian L(x,v; A) by

L(z,v;A) = ¢(z, v) + .PH.WAHu v).
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The derivatives of ¢» and @ are related as follows:
Ve®(z) = W (2,0(2)) V(a,0) O, v(z)).
— _J
—~
Reduced gradient

2 T
Vi.d(@) =W (Vi@ + Vi S+ A) W,

<
Reduced Hessian of the Lagrangian

where

W = QAHEE:
Vie® = Viawd(@ v(z))
ﬂw& im A = .ﬂw& im_hur v(x)) + Az, v(x))

Muy View)S




Barrier-SQP approach to SAND
Zo,.z ___c_m:mﬁm_ qmoo::@cﬂm_u____a\ _:_ the mo:ﬁm.xﬁ owm m_u_mo:_o
class of algorithms: barrier-SQP methods

Let
mwmmzd_h.mumuuhmu huunmw = .ﬂ_h.mu Ly, hmw|t. M—ﬂ- ﬁ.mﬁm.hh.ﬂpy + M In ﬁ.m.ﬁ.m..._m.me
i J

Barrier-SQP solves a sequence of subproblems of the form:

minimize Foin(s 11,12, 11, 12)
hqmu..__hu.._ﬂu.qﬂuqﬂu.qﬂw
subject to a; = Ai(s,l1,t2)

az = k&.m_ﬂmummumuw
n”_ = a4

hm =as,.




Barrier-SQP approach to DAO

Let
MM.EDAMQ __._Hu __._Mu hHu hmv = %Ahu hHu nMv'—..h M —= _n..w _H.mq .: y H.._.w |_| M —-.- ﬁ“.w_n.ma ..um Y HMw
i J

Barrier subproblem for DAO i1s

minimize  Fo(8,11,12,%1,12)
h.._._._u..__mwaﬁu. .._HH

subjectto  t; = ay(s,11,12)

Ly

DmAmu mmu huvu

where the disciplinary responses a; (8, I, %2) and az(s, 2, 1) are computed via the
disciplinary analyses:

a; = Aj(sli,tz)

az = Ax(s,l2,11).
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Then setting an appropriate (x, v) for each formulation, we have

r
q_ﬂhqhu.qhnqﬁu.quu.m..ﬂkﬂ - .ﬂ‘ﬂ‘wﬂﬁDq_ﬂuqththﬁHqﬁnqﬂHqﬂwum...m...#zﬂ

and
d_m

(8,01.l2,t1,ta)

Foo= W_, _V?

(s8,01.00.t1 ta, 01,02

A similar relationship exists between the sensitivities for solving the barrier-SQP
subproblems for SAND and FIO:

_ T
q_ﬁm.._hu..__hnum. - .ﬂﬂwﬂDqﬁhqthhuqﬁHqﬁnqﬂHqﬁHu m.__.m.ﬂ,a

and
T w2
.ﬂ? I Fumv = W_V

ﬂ._m hu..._hw.._ﬂu.qﬂuqﬂ H.._DH”_

FonoWeo,

.Hl- .Hl- . .
where the expressions for the reduction operators W and W are given in the paper.



Solving barrier-SQP subproblem

Solving barrer subproblem 1s an iterative process, in which we approximately solve

minimize wﬁﬂmﬁ +glp
subjectto VSTp+ S =0
H - approximation to the Hessian of the Lagrangian

g - 1s the gradient of the Lagrangian
p - step in the 1iterative process
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barrier-SQP subproblem, can say even more
about the relationship among the computational
elements needed to solve the three
formulations

* The relationship among the sensitivities means
that it is possible to implement an optimization
algorithm for SAND so that with a single
modification we obtain an algorithm for DAO or
FIO
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Algorithm 1: Reduced-basis &MGEEE for SAND
Initialization: Choose an initial (&, v.).
Until convergence, do {

L. Compute the multiplier Asanp = =S, 'V Foup.
Test for convergence.
Construct a local model of L about (., vc).

PV R

. Take a step p™¥ to improve linear feasibility:

LF 0
—58-18
5. Subject to the improved linear feasibility, improve optimality:
minimize Waﬂﬂwﬂmﬂwﬁ +(g+Hprp)'WTgq
subject to | por +Wgq || <.

n.... m__m_“.ﬁ.._- = A.ﬁﬁu.ﬁﬂv - .muh._.m_u I—I .ﬂ‘ﬂ.‘w@.p
7. Evaluate (24, v4) = (e, ve) + (P2, Po) and update (., ve), . }
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Algorithm 2: Reduced-basis EmoiEE for SAND + m:m_w_mwm = FIO
Inmitialization: Choose an 1nitial & ..
Analysis: Solve Spo (e, ve(z:)) = 0 for ve(x.).
Until convergence, do {
1—6. These steps remain unchanged.
7. Analysis: Solve Spo(z 4, vy ) = 0for vy (x4 ); evaluate (24, vy ).

8. This step remains unchanged.

}

Algorithm 3: Reduced-basis algorithm for SAND + analysis = DAO
Initialization: Choose an initial (., v.).
Analysis: Solve Spo(xc, ve(x:)) = 0 for v.(z.).
Until convergence, do {
1—6. These steps remain unchanged.
7. Analysis: Solve S} (x4, v4) = 0for vy (x4 ); evaluate (x4, vy ).

8. This step remains unchanged.




Other algorithms

* QOutlined reconfigurable scheme should work for
other methods that handle inequalities via a
penalty function (e.g., augmented Lagrangian)

= Active set methods are likely to take more work
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tractabllity of the problem

* There are many formulations with a spectrum of
benefits

»* Regardless of the formulation or even the
paradigm, there is a clear need for flexible
oroblem synthesis and easy reconfiguration

% Basic computational components combined
with transformations within specific algorithms
form a promising approach

* Plan: develop tools for analysis of problems in
terms of formulation and algorithm matching




MDO Problem Synthesis / Implementation
Problem:

amm.m: for objective f with Future
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MDA
sensitivities Expend the effort at the outset to implement appropriate

function and derivative components; straightforward to
Laborious, expensive, one-time transform and expand: an opportunity for a general
integration, difficult to transform/ framework

expand




